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ABSTRACT

Introduction: HA contributes to viral infection by making it possible for the
virus to fuse with the membrane of the host cell. Since HA is essential in
influenza virus infection, pharmaceutical companies are focused on making drugs
and vaccines against it. For this reason, it is very important to accurately identify
HA for the progress of vaccination treatment. Even so, the complete
identification of HA using computational methods is not enough. The purpose of
this study is to build a model that helps find HA.

Methods: For this study, a benchmark dataset containing 106 HA and 106 non-
HA sequences was obtained from UniProt. The samples were generated with
various sequence-related properties. We developed an ensemble classifier
through stacking technique by tuning features including stacking up of four
machine learning (ML) methods.

Results and discussion: The accuracy of the model was found to be 97.80% in
5-fold cross-validation, whereas the area under the receiver operating
characteristic (ROC) curve was 0.9930. The accuracy of the model in the
test dataset was 93.18%, while the area of the ROC curve was 0.9793. Using
DDE-PSSM, the LightGBM algorithm was able to achieve an accuracy of
97.13%, precision of 100.0%, sensitivity of 94.29%, specificity of 100.0%, MCC
of 94.55% and an AUC of 98.30%. The accuracy, precision, sensitivity,
specificity, MCC and AUC values for using anti-hypertensives were 97.80%,
100.0%, 94.10%, 100.0%, 94.51% and 99.30%, respectively. The model is
presented as a particularly good predictor. The model is very useful
for biochemists to explore for studying HA.
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INTRODUCTION

Flu causes many problems in people’s health
and leads to varying amounts of disease
worldwide  [1-2]. The presence of
hemagglutinin (HA), a glycoprotein on the
virus surface, helps the virus enter the host
cells by latching onto the cells’ sialic acid [4].
It has been noted that the conserved region in
hemagglutinin (HA) offers a good target for
an influenza vaccine for everyone [4].
Correctly identifying the HA is important for
creating helpful vaccines and therapies. Now
that advanced technologies and machine
learning algorithms exist, sequence-based
approaches have made identifying proteins
faster and simpler. It allows specific proteins
to be grouped and identified using protein
sequence coding methods and machine
learning algorithms which are widely used in
studying cell-penetrating peptides, hemolytic
peptides, anticancer peptides, hormone
proteins, autophagy proteins and Anti-
CRISPR proteins, as well as other proteins,
due to its high capability in identifying
proteins. Protein identification.

With further improvement of protein
sequence coding technologies and
machine learning algorithms, sequence-based
protein identification has emerged as a
powerful tool for rapid protein identification.
It is not only a tool to classify and identify
certain proteins as predictive analyses of cell-
penetrating peptides, hemolytic peptides, anti-
cancer peptides, hormone proteins, autophagy
proteins, and Anti-CRISPR proteins used the
protein sequence encoding method combined
with machine learning algorithms because of
its precise of in protein identification studies.
The importance is also on ascription and
description of proteins by protein sequence
coding and machine learning algorithms,

which are very important in the
strong analysis of cell-penetrating peptides
[5], hemolytic peptides [6], anticancer
peptides [7], hormone proteins [8], autophagy
proteins [9] and Anti-Cancer Proteins [10] etc
for trustworthy identification results. While
influeca virus HA is central to its infection,
advanced machine learning tools have lately
focused on grouping viruses, detecting the
host they attack, understanding mutations and
changes to HA, knowing HA’s structure and
function and assessing the virus for whether it
is highly infectious and transmissible used Al
and machine learning with internet
optimization [11-16]. There has been little
research on applying machine learning
techniques to HA detection through analyzing
sequences.

Studies that use machine learning for
HA have mainly focused on determining the
subtype of the influenza virus, predicting the
host, mutations and evolution, studying the
function and architecture of HA and
predicting pathogenicity and prevalence.
However, HA is very important in the process
of the influenza virus infecting us. No
methods for recognizing HA using COVID-19
sequence data and ML algorithms are
available today. We introduced a machine
learning model in this work to successfully
identify HA. Initially, we put together a
collection of protein datasets called a
benchmark dataset. Afterwards, we used
feature extraction algorithms to encode the
protein sequences. Following that, we
collected all the features and applied a method
called ANOVA with IFS to keep just the most
significant features. Finally, this group of
useful features formed the basis for the HA
prediction model. This is how the process
unfolds and you can see that in Figure 1.
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Figure 1: Proposed framework model of LightGBM hemagglutinin Proteins

2. Method and materials
2.1. Benchmark dataset

A benchmark set of data is indispensable for
bioinformatics analysis [16- 17]. The
information in this research was obtained
from the Universal Protein Resource, referred
to as UniProt [18]. Various processing steps
were carried out to ensure the data was high
quality. The program CD-HIT was used to
filter out similar sequences among the
retrieved ones[19]. A cut-off value of 80%
similarity was set, and all sequences
which showed >80% similarity were deleted.
The non-HA dataset was subsampled to
balance the positive and negative samples.

The benchmark data contained 212 protein
sequences, containing 106 HA sequences and
106 non-HA sequences. Data was distributed
so that four parts went into the training set
and one part went into the test set. You can
access the model training and test set data at
the link provided: https://github.com/Raho001.
For testing, an extra file called ‘test data.txt’
is available too. The different datasets have
been thoroughly explained in Table 1. The
Hemagglutinin protein was present in one
sample, absent in another, but no reliable link
was found. Positive and negative samples
were obtained from test data and brought to
the same condition.

Table 1: Accuracy (Acc) refers to the fraction of correctly categorized instances in the

dataset.

Hemagglutinin 99 70%
Protein

Non- 111 70%
Hemagglutinin

Protein

85 20 106

84 22 106
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2.2. Feature extraction

Protein identification and prediction depend on the process of feature extraction [20-21].
However, machine learning programs cannot by themselves analyze data from protein sequences
for use in their models. Hence, it is important to transform proteins’ sequences into numbers that
machine learning programs can process. Such data can be changed into a numerical vector using
different methods for feature extraction. A better choice of features will make classification more
effective. EAAC [22], DDE [23] and PSSM are used to identify features from protein sequences.
You can learn about these methods in the following sections.

A protein sequence P of length L may be denoted as:
P=RR,RRRR, R, (1)

R1 represents the initial amino acid of the sequence, R2 signifies the subsequent amino acid, and
so forth.

2.2.1. Dipeptide deviation from expected mean (DDE)

The DDE function vector comprises three principal parameters: theoretical mean value (Tm),
theoretical difference (Tv), and dipeptide composition (Cc). DC (i), denotes the Cc of dipeptide i
within peptide p.

Tm, Tv and Cc are the main parameters in the three-part DDE function vector. DC refers to Cc in
dipeptide i in peptide p.
n

D, . =-L 2)
(i) N

Some studies have focused on extracting information (length samples) from 400 dipeptide
features (which equals 20%20) to analyze specific amino acid combinations. The lengthis an
accentuating property and describes how the samples are organized, but ineffective examples
were thrown away during the process. Even so, I believe that both dipeptide 1 and N are L-1. So,
we cannot consider it as another L-1 which is the expected amount in P. The letter TM (i) stands
for the theoretical mean.

r Cu, G 3)

Every Cil and Ci2 indicates the number of codons and the amino acid connected to it. If the
three termination codons are disregarded, the number of codons is still unchanged. Because TM
(1) is distinct from peptide P, we were able to extract and forecast the properties of 400 dipeptides.
In theory, TM (v) measures the variation seen in dipeptide 1.
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The theoretical average value I, as per equation (2), is TM(i). Dipeptides are renumbered in
peptide P, with N designated as L-1. Ultimately, DDE(i) is defined as

D.,. -T,,.
_ c(i) m(i)
DDE, A = (5)

(1) /TV”)

Finally, for every 400 features in length, the DDE vector score matrix is computed, utilizing
feature vectors of 400 dimensions as follows:

= . | = 6
DDEp {DDE(Z)’ DDE(n)} S where,i = 1,2, ..., 400 (6)
2.2.2. Enhanced amino acid composition (EAAC)

This method is introduced by Chen et al.33. This algorithm extracts sequential protein
information and calculates amino acid frequency as follows:

H(m,n)

He) ,mef{A,C,D,---Y},ne {WL,W2,---WL} (7)

g(m,n) =

where H (m, n) is the quantity of amino acid type m, and H(n) represents the length of the n-th
window.

2.2.3. Machine Learning Classifier

It is essential to decide on proper assessment
The researchers measure the accuracy of  criteria for a model’s development. True
KNN, SVM, AdaBoost and LightGBM in  positives, false negatives, true negatives and
handling different characteristics [24-25]. false positives are the major metrics used to
Once the parameters are tuned in the models,  evaluate models. True positives and true
they undergo training with the same set of  negatives are counted as TP and TN,
traits. By evaluating four algorithms using  respectively, while the model counts FN and
the Scikit-learn library, we found that the = FP for users who it mistook as positives or
LightGBM classifier showed the best result in ~ negatives.  Using these four criteria, we
solving this particular problem [26]. decided on these six regularly used metrics to

review how the model functions in this paper.

2.2.4. Performance Evaluation
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TP+TN

Accuracy = )
TP+TN+ FP+FN
Sn=—F )
TP+ FP
N
Specificity = 10
pecificity TN + FP ( )

Mcc

Where TP, TN, FP, and FN are the true
positives, true negatives, false positives and
false negatives, respectively. We also
applied receiver  operating  characteristic
(ROC) curves to assess performance of the
models. A higher AUC value indicates that
the model is closer to 1 in a good model
because it is designed based on the theory.
You can compare the outcomes of the
analysis and decide whether the methods you
have used are appropriate and reliable with
results in previous research. When an
experiment is winding up, it's about checking,
adding up, and comparing the data. A model
developed for prediction utilising the DDE
extraction method is presented.

3. Results

After being sorted by their importance, the
features are then outlined with corresponding
graphics. This figure illustrates the role of the
SHAP feature in LightGBM-ACM for
improving predictions about Hemagglutinin
Protein involving phosphorylation sites. You
can also use SHAP feature importance instead
of permutation feature importance. But it is
not possible to compare these value metrics as
the method to assess permutation features
relies on the model’s performance drop. How

TPxTN —FPxFN

(11)

B J(TP+FN )(TP+FP)(TN + FP)(TN + FN )

You can compare the findings of your
research with those from previous research to
decide if the methods you used are suitable
and reliable. Completing an experiment
mainly involves checking, calculating and
comparing the data. We have created a model
that uses the DDE extraction method for
making predictions.

3.1 SHAP Feature Importance

Shapely Additive Explanations (SHAP) [27,
28] is a known method for studying the
features of different protein samples. To
figure out the importance of every feature, we
take the mean of the absolute Shapley values
for every feature by applying this
mathematical expression to the data. Those
traits with higher Shapley values are the most
significant.

=3 el (12
n -

large the feature is in the determination of
SHAP is very important. All the attributes
used to gather data were extracted from raw
protein  sequences. Next, we applied
LightGBM method to identify the best set of
feature scores. To determine how accurate the
model is, we performed a 5-fold cross-
validation as well as started testing it without
prior exposure to the training data. At the end,
we applied the LightGBM approach along
with SHAP values to examine which features
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are important and to interpret the model’s

results.
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Figure 2: Evaluation of ranked attributes with the SHAP algorithm for the DDE model
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Figure 3: Assessment of ranked qualities with the SHAP method for the EAAC model.

The SHAP algorithm was applied to look at
how significant each feature was in the DDE
and EAAC models. Features F190 and F146
are highlighted in the DDE model for their
strong and favorable influence on the
predictions which shows up in the high SHAP
value group concentrated in the positive area
of the axis (from -1.0 to 1.5). Meanwhile,
features F58 and F63 appeared to play
different roles depending on the context, as
their SHAP values ranged from positive to
negative.

The EAAC model stood out because
F210 and F638 were the most significant
characteristics. However, the results from the
SHAP analysis suggest that overall, the
features in this model had little impact, shown
by the small range of values (from -0.75 to
1.25). F36 and F1070 had somewhat different

impacts, much like several parameters in the
DDE model, but mostly mild.

3.2 Comparisons of metric performance

The suggested methods were evaluated by
comparing the retrieved features to algorithms
that help detect Hemagglutinin Protein. To
compare the methods, I trained the models
using GRU and applied two encoding
techniques, DDE and EAAC. Using DDE-
PSSM, the LightGBM algorithm was able to
achieve an accuracy of 97.13%, precision of
100.0%, sensitivity of 94.29%, specificity of
100.0%, MCC of 94.55% and an AUC of
98.30%. The accuracy, precision, sensitivity,
specificity, MCC and AUC values for using
anti-hypertensives were 97.80%, 100.0%,
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94.10%, 100.0%, 94.51% and 99.30%,
respectively. The results displayed that
LightGBM performed very well, mainly when
it was combined with DEE-PSSM feature
extraction as shown table 2. It was found that
LightGBM performed better than K-NN,
SVM and Adaboost which are considered
traditional classifiers. To illustrate, lightGBM
using DDE-PSSM had an accuracy of 98.30%,

while RF and K-NN obtained accuracies of
84.0% and 81.96% each. Additionally, an
analysis of ROC curves proved that
LightGBM-based models perform better than
others at every threshold. The results point out
that by using a combination of DDE-PSSM,
EAAC-PSSM  and LightGBM, higher
sensitivity and accuracy can be achieved
when diagnosing the Hemagglutinin Protein.

Table 2. Varied metric performance contingent upon the test dataset for Hemagglutinin

Protein
Acc Prec Sens Spec Mcc Auc
DDE-LightGBM | 97.13% 100.00% | 94.29% 100.00% | 94.55% 98.30%
EAAC-LightGBM @ 97.08% 100.00%  94.10% 100.00%  94.51 99.30%
3.3 Comparative Examination of Diverse  performs more accurately than either
Classification Methods Adaboost or KNN. The results for

The accuracy of the LightGBM-based DDE-
PSSM profiles reached 98.30%, while that of
the LightGBM-based profiles and the RF-
based profiles was 77.06% and 92.26%
respectively. Because of this, LightGBM

Hemagglutinin Protein, using the best set of
features picked by the PSSM-EAAC strategy,
are located in Figures 4 and 5. To achieve this
score of 99.30%,ROC(AUC) with LightGBM
and DDE or EAAC values were analyzed
through comparisons.

FEATURES EXTRACT BY DDE

B KNN

95.57%
97.13%
98.88%
98.03%
100.00%
95.34%
94.29%

I ——E 8.02%
74.07%
——8 7 .32%
.S 0.6 7 %%
67.04%

ACC PREC SENS

SVM [ AdaBoost

LightGBM

93.09%
100.00%
99.09%
98.09%

94.55%

92.26%

98.30%

S 0..45 %

I 49.54%

I8 5. 7 2%

I —y 7.06 %
56.21%

SPEC McCcC AUC
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Figure 4: Compares the average classification accuracy (ACC) of different classifiers when
using DDE-PSSM and PSSM-EAAC feature extraction methods. The results highlight
performance variations across models based on the two representation strategies.

FEATURES EXTRACT BY EAAC

B KNN

96.02%
97.08%
99.09%
100.00%
95.88%
94.10%

8.40%
0.04%

67.28%
8.05%

60.81%

ACC PREC SENS

SVM [l AdaBoost

LightGBM

93.00%
100.00%
99.09%

94.51%

93.29%

99.30%

6.09%
1.00%

7.58%

45.41%

34.54%

1.00%

SPEC McCC AUC

Figure 5: Presents the attributes obtained through the EAAC (Enhanced Amino Acid

Composition) feature extraction approach.

Table 3. Performance metrics of PSSM-based models using the Hemagglutinin protein
testing dataset.

KNN 88.02%  87.32%
DDE- SVM 74.07% | 98.88%
PSSM AdaBoost | 95.57%  98.02%
LightGBM | 97.13% | 100.00%
KNN 78.40% | 80.04%
EAAC- | SVM 67.28% | 01.00%
PSSM AdaBoost | 96.02%  99.09%
LightGBM | 97.08% | 100.00%

The table 3. shows the comparison between
different machine learning classifiers that
were trained using the Hemagglutinin protein
dataset and the two feature extraction
techniques (DDE-PSSM and EAAC-PSSM).
Among performance measures, we find
Accuracy (Acc), Precision (Prec), Sensitivity
(Sens),  Specificity  (Spec),  Matthews

90.67%  90.45% | 85.72%  77.06%
67.04% | 49.54% | 99.09% | 56.21%
95.34%  93.09% | 98.09% | 92.26%
94.29% | 100.00% | 94.55% | 98.30%
78.05% | 76.09%  81.00% | 57.58%
60.81% | 34.54% | 01.00% | 45.41%
95.88%  93.00% | 99.09%  93.29%
94.10% | 100.00% | 94.51 99.30%

Correlation Coefficient (Mcc) and Area Under
the Curve (Auc). Regularly, LightGBM
performs better than others, achieving perfect
precision and specificity with both approaches
to extracting features, together with a high
accuracy of 97.08% and a high AUC of
99.30%. AdaBoost shows remarkable
accuracy (95-13%) and precision (98-02%) in
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processing protein data, suggesting it is robust.
More often, DDE-PSSM results in higher
accuracies compared to EAAC-PSSM,
according to the performance of KNN and
SVM. While the SVM performs well in terms
of accuracy, it does not detect as many

positive cases as negative cases. KNN does
not perform as well as the other algorithms,
but with DDE-PSSM features, its results are
much better (88.02%), compared to EAAC-
PSSM (78.40%).
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Figure 6: presents a comparative analysis of Receiver Operating Characteristic (ROC) curves
evaluating the detection performance of Hemagglutinin (HA) proteins using the Light GBM-
PSSM method.

3.4 Comparative analysis of Receiver
Operating Characteristic (ROC) curves
score

Four machine learning models, KNN, SVM,
AdaBoost and LightGBM, were tested on two
feature extraction approaches: DDE and
EAAC, using this ROC curve research. Both
the ROC curves and the Area Under the Curve
(AUC) are included for each model to
demonstrate how effective they are in telling
apart positive cases from negative ones. All
techniques use LightGBM as their classifier
which outperforms the other two with nearly
perfect AUC scores of 0.98. Comparing the
algorithms demonstrates that DDE-based
features have an edge over EAAC and usually
perform better. To sum up, the comparison of
classifiers is represented in Figure 6. The
findings provide the results for various cutoffs
and an initial evaluation of the ROC (AUC).

In most cases, our LightGBM showed better
results than other technologies.

Conclusion

Because hemagglutinin (HA) helps influence
a vaccine, accurate identification of the
protein is important. The paper describes a
predictive model that works with HA protein
sequence properties and was built using the
Stacking method with the best set of features
and basic classifiers. The findings suggest
that our model is highly accurate and can
apply its learning to new cases. The system is
likely to provide dependable results in
identifying and predicting HA events. In the
future, more work will focus on finding
additional ways to represent features and
adjust the models to achieve even better
results. Overall, our results highlight a good
way to detect HA and support the creation of
effective HA vaccines. As a result of these
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contributions, influenza studies improve and

future investigations in this domain are guided.
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